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ABSTRACT

This paper compares two navigation techniquesdtings
that combine a 2D table-top view and a 3D largel wal
display, both rendering the same 3D virtual scédine two
navigation techniques, called Camera Based (CB)\Vaat
Based (VB) strongly rely on the spatial relatiopshi
between both displays. In the CB technique, thg8iDt of
view displayed on the wall is controlled through a
draggable icon on the 2D table-top view. The VBtegue
presents the same icon on the table-top view laticatly
located at the center and oriented toward the phlysiall
display while the user pans and rotates the whotnes
around the icon. While CB offers a more consist2t
view, VB reduces the user's mental rotations reslito
understand the relations between both views. Wimpara
comparative user study showing user’'s preference/id
technique while performances for complex taskshetter
with the CB technique. Finally we discuss otherea$p of
such navigation techniques, such as the possibdity
having more than one point of view, occlusion, endtiple
users.
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INTRODUCTION

In 3D User Interfaces, selection and manipulatibwitual
objects is separated from navigatiowhich is the
movement in and around the environniefdt, p. 136].
Interaction techniques are studied for navigation3D
virtual environments in order to facilitate usengpuit
interactions as well as visualization. In the VadtiReality
field, several input devices are developed foruegirtobject
manipulation and navigation in 3D virtual envirormte
These input devices usually integrate several (8; éven
12 degrees of freedom) in order to meet tasks reaqunts
(e.g. 3D positioning, rotation and dimensioningvatual
objects). Depending on the input device, each lgs i
advantages and its drawbacks but none fulfills all

requirements of a 3D input device [19] such as exse
learning, speed, and fatigue avoidance.

There are numerous benefits of direct-touch tatybe-t
devices such as collaboration and natural datapukation
[15] because of input/output co-localization. Muittich
interaction techniques preserve the input/output co

localization, enhance the functionality, and allowuitive
manipulation. However, planar manipulations on gzblp
direct-touch devices are not well-suited for 3Defactions
because of the lack of degrees of freedom (DOFmeSo
interaction techniques are developed to cover & ROFs
[11] but they provide only support for virtual obje
manipulation tasks.

Figure 1: Left: A user interacting through the table-top
device and wusing a joystick. Middle: The 3D
corresponding view displayed vertically. Right: Oveall
interface. A 2D view and a camera icon projected othe
table-top device and a 3D view on a vertical displa

In order to take advantage of the intuitive aspddirect-
touch table-top devices for virtual object manipiola and
navigation tasks in 3D virtual environments, we baom a
table-top device with a vertical display surfaced &8D
input devices (see Figure 1). A 2D (map-kind) viefathe
virtual environment is built from the 3D model and
projected on the table-top device. A 3D perspeactiea of
the same virtual environment is shown on the vaitic
display. Our multimodal interface improves uponsérpg
3D interaction techniques by offering complementéagt,
and planar interactions. Essential elements suaxiating
relation between dimensions of both views must be
considered when performing such combinations. Toeze
we design and compare two navigation techniqueshen
first one users manipulate a camera icon displayedhe



2D view whereas in the second one, this camera ison
always pointing toward the physical vertical digpkand
users manipulate the whole 2D view around it. ia faper
we focus on horizontal navigation only. The conttibns
of this paper are the development and the compario
these navigation techniques. The difference betwbkese

two techniques can be correlated with the usage of

egocentric and world reference maps [5]. We comfiam
through a user study and a discuss occlusion, pheilti
cameras, and multiple users issues for these reonga
technigques.

We first present related works and existing inegfa
combining a table-top device with a companion eaiti
display. We also present existing navigation teghes in

these interfaces. Then we describe the two inferact

physical relationships between different views teers.
However, it is not applied to a virtual environmend does
not manage navigation.

Wigdor et al. [17] study the effect of the position of the
vertical display with respect to the table-top deviand
orientation of the control space on the table-tepick on
user’s preference and performance. Results shawises's
preference is correlated to her/his comfort ratiem to
her/his performance. Results also show that udigistig
orient the control space in the direction of theticel
screen. Last, the vertical display position behmel user is
inappropriate. This work highlights the importanmiethe
vertical display orientation with respect to théléatop
device.

Fjeld et al. [8] [9] develop the GroundCatcher and the

techniques and the comparative user study. Last, Werrgmecatcher techniques for navigation in a 2D view

compare these techniques for occlusion, multiplaeras,
and multiple users situations.

RELATED WORK

The combination of a table-top device with a conipan
vertical display is studied for various applicasoand
different table-top interfaces. Build-it [7] is aagpable
planning tool combining a 2D planar view of a vitu
environment displayed on a table-top device and
perspective 3D view projected on a wall. It is aggblto
architectural virtual environments such as a room.
NAVRNA [3] is also a graspable table-top device
combined with a vertical display but is specific RINA
(ribonucleic acid) molecule visualization, expléoat and
edition. A 2D view called secondary structure ispttyed

on the table-top device whereas a 3D tertiary &iracof
the molecule is displayed on the vertical displayBuild-it
and NAVRNA, users interact using physical propscits
for Build-it and tokens for NAVRNA) on the tablegto
device. Aliakseyelet al. [2] develop a setup combining
also a 2D view projected on a table-top device ar@D
complementary view displayed on a vertical scradsers
manipulate a physical prop (in a form of a wireanfie) on
top of the table-top device in order to visualiiees of the
virtual object as if it was located in this areéeTreal-
world layout of the two views is not studied in #tlese
research works.

For direct-touch table-top devices, Forlines al. [10]
combine a 2D top-down view displayed on a table-top
device with 3D views on vertical screens for a getisl
application. Interactions are performed through tdigle-
top device and a complementary tablet PC. A titde &n
the table-top 2D view is also displayed on vertidalvs in
order to facilitate wuser's understanding of actual
relationships between both views. However, feedtzdut
real world relationship between views is not digpth
Wigdor et al.[18] combine a table-top device with multiple
vertical displays also. The relationships are hggtted by
multiple patterns such as colors and visual corvigct
between displays. This system offers a feedbackutabo

projected on a table-top device within the Builgié&nning
tool [7]. In GroundCatcher, users manipulate thelet2D
view whereas in FrameCatcher, users manipulatearaefr
displayed on the 2D view and at deselection, tlzené
becomes the view port of the 2D view. They alsoettgy
the Camera and Window techniques for the navigaition
the 3D view displayed on the wall. In the Cametdtéque

ausers manipulate a Camera that represents the BID gfo

view, whereas in the Window technique, users maaipwa
window that represents the 3D view. In another wéijkld
et al. [6] develop the Camera technique by addaugive
objectsin order to handle 3D rotations and zoom.

Kucharet al.[13] work on visualizing a cultural heritage by
displaying a 2D top-down view on a touch screen a3
view on a wall in front of the touch screen. A reggntation
of the 3D viewpoint on the 2D view is surroundedfoyr
equally separated areas. Navigation is performed by
selecting one of the four areas (e.g. in front toven
forwards) and speed is related to the distance dsatwhe
3D viewpoint representation and the touch positiai.
these studies do not handle existing physical icglahips
between both views. As Wigdet al.[17] demonstrate, this
issue is crucial to facilitate users’ understandifigxisting
relations between views and to simplify the focustch
between both views. We develop tBamera-BasedCB)
navigation technique that is similar to the Camecdnique
and theView-BasedVB) technique that relies on real view
relationships. Both techniques are compared thr@augbker
study.

CAMERA-BASED NAVIGATION TECHNIQUE

CB navigation technique is based on direct-toucdmat
manipulation of the 3D viewpoint representationaireD
view (see Figure 2). The aim of this technique ads t
facilitate navigation in a virtual environment artd
preserve the user's aerial view of the environménthis
technigue, the user manipulates the camera icaher2D
view. The modifications on the camera icon are
immediately reflected on the viewpoint of the 3Dewi
This technique is similar to the Camera technicgie[9]



3D interface

2D table-top
interface

Figure 2: CameraBased (CB) navigation technique. Bottom: 2D view ahinteraction. Three different camera icon
positions in the 2D view manipulated by direct-toub and displayed on the tablegop device. Top: 3D view anc
interaction. The 3D view is shown on a veital display and corresponds to the 2D camera icoposition given

and the eyeball in hand metaphor [16] but is appt® a VIEW-BASED NAVIGATION TECHNIQUE
direct-touch table-top device. VB navigation technique facilitates navigation in3®

Since CB technique is based on direct manipulatiopugh ~ Virtual environment by planar manipulation of thiole 2D
tactile interaction on a table-top interface, indze easily ~ View. The aim of this technique is to help the user
extended to other interaction techniques develdpedata  Quickly understand the spatial relationship betwesntwo
manipulation on interactive surfaces. For instaneehave ~ Vviews displayed on distinct perpendicular surfacés.
applied the Rotate'N Translate technique [12] todamera ~ coupling between the virtual views and the physical

icon and this allows fluid 3 DOFs horizontal natiga [1]. surfaces is made in the VB technique: the camera io
Horizontal rotation can also be performed by malaifig the 2D view always points at the physical vertigatface
a graphical widget attached to the camera icon yr b (See Figure 3).

physical finger orientation as in TNT techniqueg][ITTwo In VB, a representation of the physical verticalface is

finger interaction techniques could also be applfed shown in the 2D view (black rectangle in upper pafrt
horizontal 3D point of view rotation but have notem  Figure 3 bottom). The camera icon displayed indéeter

developed so far. of the 2D view cannot be modified and always poiitthe
In CB, planar direct touch interactions for 3D vjeint vertical surface physical location in the room. riglations
direct manipulation offer easy, intuitive, and fastizontal N the 3D view are performed by manipulating theoleh

navigation in a virtual environment. Another adwayet of 2D View. Horizontal rotations are performed by sgigy a
this technique is the fixed 2D view position anéentation ~ graphical button displayed on the 2D view and then

that allow the user to have a consistent overviéthe  Manipulating the whole 2D view that rotates arouhe
virtual scene at any time and the facility of itental ~ Camera icon (representing the 3D point of view).ltMu
representation by the user. touch interactions have not been developed yetusecaf

the necessity to perform rotations around a fixeuhtp(i.e.

the center of the camera icon) and in order to guues
input/output coupling that is essential for diremtich table-
top interfaces [11].

During navigation, the camera icon orientation ¢femn
with respect to user’s interactions. Therefore,uber must
perform a mental rotation in order to understané th
location of the 3D view (displayed vertically) inet virtual
scene. Another drawback of the CB technique is the The VB interaction technique for navigation is samito
necessity of camera icon selection and manipulatiange the scene in handmetaphor developed by Ware and
table-top devices make the use of this techniqights! Osborne for 3D virtual environments [16]: in both
uncomfortable. If the camera icon is physicallyfram the ~ techniques the user manipulates the virtual sceite w

user, she/he must reach out toward it making ttezantion ~ 'eSpect to a fixed viewpoint. However, teeene in hand
possibly difficult to perform. metaphor is used with a 6 DOF input device ancpdied

to a single view whereas interactions that use &ique
are planar and are applied to one view in orderaigate
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Figure 3 : View-Based (VB) navigation technique
Bottom: 2D view projected on the tabletop device
with the view-based navigation technique. Top: the
3D corresponding view show on the vertical
display.
through another one. In VB technique, the 2D canwoa
and the representation of the vertical surface ten 2D
view are fixed. The 2D view changes with respec¢h®o2D
camera representation.

The advantages of the VB navigation techniqueasfitted

camera icon orientation that is always pointing tika¢

physical vertical surface. Because the user, thecaicon,
the screen black icon, and the vertical surfacealigned,
she/he does not have not perform a mental rotationder

to understand the 3D view. The second advantayBadbs

the large selection area for navigation. The ldshatage is
the constant and large display area on the taplelavice
dedicated to the rear of the camera missing irBheiew.

The main VB technique drawback is the view disptaeet
with respect to the table-top device. This displaeet may
prevent the user from keeping a consistent andreahe
mental representation of the virtual environmetitergfore
the user might get lost more easily when comparitid &
fixed 2D overview.

USER STUDY
We describe a user study to evaluate the respettgréds
of CB and VB techniques.

Goals
The aim of the user study is to compare user pedaces
and preferences between CB and VB navigation teclesi

Figure 4 2D and 3D views of the virtua
environment for the tree task using the CB
navigation technique.

Darken and Cevik [5] observe that performance betwe
egocentric and world-reference map usage dependsskn
type. In our study, CB is similar to the world-nefece map
whereas VB is similar to the egocentric map. Thaeef
based on Darken and Cevik observations, we hypiathes
that:

» Performance and user preference should be bettey us
VB technique for egocentric tasks (e.g. targetearcte
task).

» Performance and user preference should be bettey us
CB technique for exocentric tasks (e.g. naive $etask).

Hence, the goal of the user study is to test, agdicor
invalidate these two hypotheses.

Procedure

Two tasks are considered in the evaluation setupder to
measure user preference and performance and tbkate

to task type. In the first task, that we dadle task users are
situated in a virtual house with two windows (séguFe 4).
Outside, in front of the first window there is atual car
and in front of the second one there is a treerdJaee
asked to position themselves in front of the secsimdlow

in a perpendicular way and to have the best vietheriree
outside through the window. In the second task, wacall

red ball task the virtual environment is composed of fifteen
houses each containing two plants (see Figure 5).
Somewhere a unique red ball exists in the virtual
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Figure 5 2D and 3D views of the vimal
environment for the red ball task using the CB
navigation technique. The red ball is visible onlyin
the 3D.

environment next to one of the thirty plants. Useesasked

to find the red ball that is displayed only in tBB view.

The tree taskis an egocentric task because the absolute
position and orientation of the 3D viewpoint is nas$
important as the relative position and orientatiaith
respect to a virtual object (here a virtual windoWhered

ball taskrequires users to remember which plants they have
already viewed in order to avoid revisiting them fihd the

red ball) and therefore a good knowledge of theino
position in the world reference of the virtual eoviment is
essential.

We use the Management Cabin (MC) setup [1] to perfo
our user study. In MC, a 2D (map-kind) view of atwal
scene is displayed on a table-top device as well Gamera
icon that represents the viewpoint on the 3D vigspldyed
on a companion vertical screen. Since rotation cbbe set
with the same technique in CB and in VB, and siki@
offers multiple input device combination, we chotseadd

a joystick to perform the same rotations in ther stedy.
Hence, translations are performed using the talge-t
device only and rotations using the joystick only.

24 users (10 females and 14 males) with variousatthn
backgrounds and experience levels in 3D virtual
environment and 3D games patrticipated in the etialua
At the beginning of the experiment, each user had f
minutes to test freely both navigation techniques.
Afterwards, users are asked to perform each tasdk egich
navigation technique four times with different fina

positions each (different final window position fitre tree
task and different final red ball position for thed ball
task. The four trials allow to highlight the randompast

of red ball positioning in the virtual scene. Taskler and
navigation technique order were counter-balancesers)
indicate freely when the task is accomplished. The
experiment lasts approximately 30 minutes.

During and at the end of the evaluation, usersaaked to
answer a series of questions in order to obtainbgestive
comparison between both navigation techniques. dJser
must rate after performing each task with one & th
navigation techniques the ease, satisfaction,tivityi and
efficiency of interactions. Ratings are realizedaoscale of

7 where 1 is totally negative, 4 is neutral, andofally
positive. After performing each task with both rgation
techniques, users must choose their preferred akorg
technigue for the given task. The same questioasied
about the overall navigation technique preferenidbeaend
of the evaluation.

Results and Analysis

Objective data for completion time average is aegli
during evaluation. Average navigation time for edabk
and with each navigation technique is computed With
three best times performed by each user. Time tsefod
tree task(see Figure 6) show no significant difference
between both navigation techniques (t(46)=0.17,.868).
Average time is similar as well as the standardiadien
which is slightly higher for the CB technique. Henour
first hypothesis is not verified.

Average time results for theed ball task(see Figure 7)
show better time performance for CB technique tf@an
VB technique (t(46)=-2.37, p=0.022). Some userslot
that they get lost in the virtual scene while natiigg with
the VB technique and could not remember which glant
they have already visited previously. Hence, thaghm
have revisited some plants and it results in adriglverage
time (in comparison with CB). These results sustaim
second hypothesis where user performance is besiag
the CB technique for exocentric tasks.

Users’ ratings of ease, satisfaction, intuitivitgnd
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Figure 6 : Average time results in seconds needed t
accomplishtree task.
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Figure 7 : Average time results in seconds needed t

accomnlishred hall tack
efficiency (see figure 8) show slight differencag kre not
very significant. Nevertheless, users’ prefererstesv that
73 percent (respectively 71 and 62 percent) of thesfer
VB technique generally (respectively foee taskandred
ball task. Users justify their choice by ease of interactio
with VB because selection and manipulation can be
performed at any place of the view and not at aifipe
place as for the CB technique. In CB techniquerause
interact with the camera icon whereas in VB usaBs c
select and manipulate any free point (i.e. wheezethis no
virtual object and camera icon) of the 2D viewndiate a
translation.

6

5

0O camera-based
technique

B view-based
technique

Ease  Satisfaction Intuitivity Efficiency

Figure 8 : Average of all usergatings of interaction
for ease, satisfaction, intuitivity, and efficiency

In summary, users prefer and rate generally b&tBethan

CB technique. Even though users prefer VB technique
average time results show that time needed to guicsim
the exocentric task is lower when using CB techaigihe
fact that some users get lost in the virtual sceinen using
the VB technique explains these time results thapsrts
our second hypothesis shown by longer access times.

DISCUSSION

On the one hand, occlusion and multiple users a&e k
issues when developing table-top interaction teqles. On
the other hand, switching between several viewpoist
desired when visualizing complex 3D virtual scerid&e
discuss here the CB and VB navigation techniquethfese
purposes.

Occlusion

In the CB technique, the 2D view is centered orixedf
position in the virtual environment. This allowsthser to
have a good overview of the virtual scene without
occluding any part of it when a proper initial segland
positioning is done. Therefore, for non complex
environments, a zoom functionality is not useful thoe 2D
view. However, camera icon selection through diteath
increases occlusion produced by user’s hands [15].

The 2D view in the VB technique is centered ondamera
icon (see View-based Navigation Technique sectidhk

view position and orientation on the table-top devare
modified by navigation and therefore parts of thual

scene can get out of reach of the 2D view. Hencayaan
functionality may be necessary for the 2D view idey to
overcome this problem. Although occlusion occursaose
of camera centered 2D view, physical occlusion pced

by user’s hands is reduced in the VB technique Umxaf
the large selection area (users start to pan afreearea of
the view that does contain neither virtual objects a
camera icon).

Multiple Cameras

Multiple camera icons representing different 3Dwpeints
can be displayed on the 2D view. Only one camera, ithe
3D viewpoint of the vertical surface, can be activa time.
Inactive camera icons can be manipulated withdigtriaby
the current 3D view which allows "offline" viewpdin
positioning. Viewpoints can be easily changed frone
camera icon to another by activating a button endibsired
camera icon. This offers fast and easy switch betwe
multiple predefined viewpoints.

The manipulation of one camera icon within the CB
techniqgue does not affect simultaneous manipulatébn
other camera icons. The viewpoint teleportationgaally
dissuaded in virtual environments in order to avager’s
disorientation. But since the 2D view does not ¢gjeawith
respect to the table-top device, the user keepayahan
overview of the virtual scene. Therefore, the vieimp
switch from an active camera to an inactive onebmdone
directly without the additional animation.

When VB technique is used, the whole 2D view is etbv
and rotated in order to navigate in the virtualissnment.
Hence, simultaneous navigation and positioning of a
inactive camera icon in the virtual scene is difficto
perform. Nevertheless, simultaneous inactive camésa
possible without any inconvenience. Another impairta
issue in VB technique usage is the switch from etive
camera to an inactive one because of the cametaredn
2D view. Indeed, when switching between inactivel an
active cameras, both views are modified and disbrisers.
An animation would help users to overcome disoston
when switching between two cameras. We recommegtd th
this animation should interpolate the center of 2Beview
and the 3D view from the current active camera iwothe
newly activated one.
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Figure 9 : Position of four users sitting around tle
table-top device reatively to the vertical display

Multiple Users

An important benefit of table-top devices is thaveral
users can sit around and share interactions sinadtesly.
Of course, each of them has a different view on2tbeand
3D views (see Figure 9). The user located in frainthe
table-top device and the vertical display (usef Eigure 9)

is the most advantaged because views are aligneth B
users located perpendicularly to the vertical digpihen
sitting in front of the table-top device (user 2arser 3 of
Figure 9) are equally situated. However, they are
disadvantaged when compared to the user sittirgttiirin
front of the vertical display because of the neitgss a 90
degrees horizontal head rotation in order to swlitetween
both views. Last, the user turning her/his backthe
vertical display (user 4 of Figure 9) is the most
disadvantaged one because she/he must make a di@@sle
rotation to access the 3D view. For this user, beical
display is almost unusable [17].

In the VB technique, the unfairness of user's pasit
around the table-top device is even increased.eA sifting
perpendicular (user 2 or user 3 of Figure 9) onihg
her/his back (user 4 of Figure 9) to the verticapthy is
much more disadvantaged than the user sittingant fof
the vertical display (user 1 of Figure 9). Actualhe user
sitting in front of the vertical display has the tiomal
position because of user, camera icon, and vertieal are
aligned. This alignment eliminates the need for talen
rotation to understand the relation between thea@® 3D
views.

For the CB technique, a fixed 2D view allows eashruto
have her/his own consistent mental representatfothe
virtual environment depending on her/his locatisouad
the table-top device. Therefore, CB technique reduc
location unfairness around the table-top devicerddeer,

if multiple vertical displays (aligned to differetdble-top
borders) are used, multiple camera icons can lheased at
the same time and thus reduce user’s unfairness.

CONCLUSION AND FUTURE WORK

This paper has presented two interaction technidaes
navigation in a virtual environment in a setup cormy a

2D (map-kind) view displayed on a table-top devicel a
3D view displayed on a companion vertical displ@je

CB technique is suitable for tasks where a mental
representation of the virtual scene is needed lsecati a

fix and consistent 2D view display. Moreover it ueds
unfairness between multiple users sitting arouredt#ile-
top device. The VB technique has other advantages as
reducing mental rotation needed by users to uratsisthe
relation between both views and reducing occlusion
produced by physical hands during interactions. t\ébshe
users prefer this technique to CB. Neverthelessthia
technigue users do not have a consistent overvietheo
virtual scene and therefore users might get distet
Moreover, when replacing the table-top device witRDA

or a tabletPC, the coupling between both views lshbe
preserved in the VB technique (in CB it is not reseay).

The various advantages and drawbacks of CB and VB
technigues suggest to combine them. This combimatio
could be made by offering users the possibilitystatch
dynamically between the two navigation techniques.
Another interesting idea is to test an automatizigaion
technigue switch at the end of user’s interactidrige aim

of this switch would be to help users quickly ursiend the
relation between both views in the VB technique &émd
quickly locate her/his camera position in the \attscene in
the CB technique. A user experiment will be perfednfior
users not directly located in front of the vertisateen. The
aim of this experiment would be to compare betweeth
navigation techniques the influence of user's pasit
around the table-top device on her/his spatial gyion.
The design space for view manipulation is large chi
encourages to develop new techniques. Last, melltipl
vertical displays could be added to the table-tegiwal
screen setup and an extension of the CB and VBjatwn
techniques could be performed to integrate thesgalis.
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